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To what extent is criminal behavior in adolescence attributable to risk appraisal? Using two large cross-sectional samples (N = 929, age range: 10–30 years; and N = 1,337, age range: 12–24 years), we examine whether (a) reward bias in risk appraisal is more prominent in adolescence and (b) the association between risk appraisal and criminal behavior is stronger during adolescence than at other ages. In Study 1, criminal behavior was self-reported; in Study 2, it was defined by involvement with the court. Perceived chances of a negative outcome, seriousness of consequences, and benefits versus costs of various risky activities were assessed to gauge reward bias in risk appraisal. The findings indicate that reward bias is elevated during the adolescence years. Also, risk appraisal bears a stronger relation to self-reported crime in middle adolescence and to official law-breaking behavior in early adolescence than at other ages. The findings are consistent with a dual-systems model of adolescent development and align with recent U.S. Supreme Court decisions addressing juvenile offenders’ culpability.
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Whether adolescent offenders should be treated as children in need of rehabilitation or as adults deserving of punishment is a question the courts have grappled with repeatedly over the course of U.S. history (Scott & Woolard, 2004). In recent decades, advances in developmental science have impelled the law to reexamine adolescent offenders’ legal status; in particular, the courts have had to consider the extent to which adolescent crime arises out of immature cognitive and emotional capacities. Adolescence has long been viewed as a period of relatively high levels of risk-taking. Evidence for this position can be found in data on various categories of hazardous behavior, such as risky driving, risky sexual behavior, and illicit substance use (e.g., Chen, Baker, Braver, & Li, 2000; Finer, 2010; Substance Abuse and Mental Health Services Administration, 2010). Elevated risky behavior during adolescence is observable even in nonhuman mammalian species (including nonhuman primates and rodents; Doremus-Fitzwater, Varlinskaya, & Spear, 2010). The present study investigates the theory that, to some extent, adolescent crime is a manifestation of the same maturational processes that give rise to other forms of adolescent risk-taking.

Superficially, this appears to be plausible: the age pattern for arrest rates is similar to that for other forms of risk-taking, rising sharply during adolescence, peaking in late adolescence, and then declining in adulthood (Stolzenberg & D’Alessio, 2008). Two mechanisms have been identified in recent developmental research that might jointly contribute to age-related patterns of risk-taking and crime during the transition from childhood to adulthood. First, cognitive–emotional development during this period may bias adolescents’ risk perception toward approach tendencies (i.e., taking risks) by rendering rewards relatively more salient and costs relatively less salient (compared to other age groups). Second, underdeveloped self-regulatory capacities may result in adolescents translating favorable risk perceptions more readily into risky behavior compared to adults. If this model is correct, then (a) adolescents should appear less sensitive to costs and more sensitive to reward than either younger or older individuals and (b) risk appraisal should be more strongly correlated with law-breaking behavior for adolescents than for adults. We tested these hypotheses in two large samples, using two different operationalizations of law-breaking behavior.

**Reward Bias and Weaker Cognitive Control in Adolescence**

Philosophers and behavioral scientists have long been interested in the causes of risky adolescent behavior. It is becoming increasingly clear that legal practitioners also have a stake in understanding the etiology of reckless behavior among adolescents. Over the last two decades, findings in different scientific disciplines have converged on a new developmental model that addresses the causes of risky adolescent behavior, and may, in turn, help explain the prevalence of juvenile crime. The dual-systems theory (Casey, Getz, & Galvan, 2008; Steinberg, 2008) proposes that two networks of brain regions undergo differential patterns of development during adolescence. The first is the socioemotional system, which serves to sensitize individuals to potential rewards, such as the pleasures of peer companionship (Chen, Albert, O’Brien, Uckert, & Steinberg, 2011) and the excitement of novel experi-
ences (Spear, 2000). The second is the cognitive control system, which serves a top-down regulatory function, modulating emotion, restraining impulses, and detecting potential harms (Asato, Terwilliger, Woo, & Luna, 2010; Giedd, 2008; Hare & Casey, 2005). Central to the dual-systems theory is the idea that these two systems undergo distinct patterns of development. Around the time of puberty (early adolescence), the socioemotional system begins to undergo the transition to adult functionality, characterized by changes in the distribution and proportions of dopamine receptors in the brain regions involved in the system (e.g., striatum and anterior cingulate cortex; Spear, 2000). This enhancement of reward sensitivity occurs long before the full maturation of cognitive control system, which appears to develop at a slow and steady pace between childhood and early adulthood. As a consequence of this timing, adolescents experience a stage during which the socioemotional system, due to its greater relative functionality, is able to predominate over the cognitive control system (Ernst et al., 2005; Eshel, Nelson, Blair, Pine, & Ernst, 2007; Galvan et al., 2006), producing an intensified desire to seek new, exciting, and pleasurable experiences as well as an increased proclivity for risk-taking (Steinberg, 2010).

A likely mechanism by which this lag in brain development translates into risk-taking (including criminal behavior) is via reward bias in risk appraisal. We propose that enhanced salience of rewards combines with attenuated sensitivity to costs and weak emotion-regulation to yield decisions to take risks. (Here, we are referring not to conscious, rational decision-making, but to evolutionarily older, intuitive, and affect-driven decision-making processes; see Evans, 2003, and Kahneman, 2011, for discussion of the distinction between rational and intuitive decision-making.) Research on effortful, conscious decision-making about risk has found few differences between adolescents and adults (see Reyna & Farley, 2006). However, much of the decision-making that drives our behavior appears to occur outside of conscious awareness (Kahneman, 2011); this form of decision-making may be more influenced by the emotional and physiological changes that unfold during adolescence. Imagine a situation in which one must make a choice that involves potential rewards and costs (e.g., to spray-paint one’s name on a highway overpass). At the level of automatic, emotional processing, the individual immediately senses the magnitude of the potential reward, the potential cost, and the chance of a negative outcome. The combination of the emotional inputs yields an impulse (an emotionally mediated decision rendered by nonconscious processes) to approach or avoid: to take the risk or not take the risk. Due to asynchrony in the development of the socioemotional and cognitive control brain systems, adolescents’ emotional calculus may assign relatively greater value to the rewards (e.g., admiration of friends, the thrill of a novel and dangerous experience) and, compared to adults, give less weight to the potential costs (e.g., injury, arrest). Consequently, for a comparable risky decision, an adolescent’s emotional calculus will give rise more often than an adult’s to an impulse to take the risk.

Two recent behavioral studies have provided support for this view of adolescent risk decision-making: Using a computerized card game involving monetary gains and losses to assess age differences in sensitivity to reward and punishment, researchers found that early adolescents exhibited twice as much sensitivity to reward as to punishment (Cauffman et al., 2010). By contrast, adults—though they were more attuned than early adolescents to both reward and punishment—evinced greater sensitivity to punishment than to reward. The age-related patterns for reward and punishment sensitivity differed, with reward sensitivity peaking in late adolescence and punishment sensitivity increasing steadily with age. In a different study that examined sensitivity to risk and reward simultaneously, participants aged 10–30 years were asked to make rapid (2 s) appraisals of risky scenarios (e.g., How good or bad an idea is it to run across the highway?, Shulman & Cauffman, 2013). Reward bias—the tendency to rate a risky activity as more of a “good idea”—increased with age across adolescence before declining in early adulthood. The results of both studies are consistent with the theory that, in the presence of rewards, adolescent decision-making is biased (compared to adult decision-making) by oversensitivity to reward and insensitivity to cost.

Another factor that may contribute to adolescent risk-taking is that, due to underdeveloped cognitive control mechanisms, adolescents’ initial risk appraisals may translate more directly into adults’ into behavior. There are at least two points at which self-regulatory mechanisms could come into play. First, they could serve to adjust initial perceived magnitudes of reward and harm, tamping down an initially strong reward responses or amplifying signals of harm (emotional regulation). Second, following the experience of an approach impulse (an affective push to take the risk), inhibitory control could intervene to block the translation of the impulse into behavior (behavioral regulation). Although no direct evidence exists for this model with respect to risk appraisal, adults tend to exhibit higher levels of impulse control in general than adolescents, both according to self-report and performance measures (e.g., Carver, Livesey, & Charles, 2001; Luna et al., 2001; Munoz, Broughton, Goldring, & Armstrong, 1998; Steinberg et al., 2008). Adults also display different patterns of neural activation than adolescents when performing tasks that require cognitive control (e.g., Andrews-Hanna et al., 2011; Bunge, Duduvkovic, Thomason, Vaidya, & Gabrieli, 2002; Casey et al., 1997; Durston et al., 2002).

Moreover, several recent studies have found evidence that adolescents are particularly likely to experience deficits in cognitive control when experiencing emotional arousal (Figner, Mackinlay, Wilkening, & Weber, 2009) or when confronted with cues that trigger approach responses. One such example is a study that used a go/no-go paradigm in which human faces expressing emotions served as the stimuli (Somerville, Hare, & Casey, 2011). As in all go/no-go tasks, participants were presented with a series of stimuli (in this case, faces) and were instructed to press a button in response to all stimuli, except for a particular target. The reason that this task indexes impulse control is that it is designed to induce a prepotent tendency to respond to all stimuli with a button press.

So, to refrain from pressing the button in response to the target (a “no-go” trial) requires restraint of this impulse. This study found that adolescents’ ability to suppress the button-press impulse on a no-go trial was particularly impaired when the stimulus was rewarding (i.e., a smiling face), but not when it was neutral (i.e., calm face) or negative (i.e., a fearful face). When no-go targets were calm or fearful faces, adolescents were better able than children but less able than adults to suppress the impulse to hit the button, consistent with linear increases with age in cognitive control mechanisms. This finding suggests that adolescents’ cog-
Developmental stage may be viewed as a mitigating circumstance increasing the odds of criminal behavior, then deoffenders. If normative developmental processes that unfold during adolescence—particularly under conditions of arousal (such as peer presence)—may be partially explained by the transitory factors associated with risky activities—would be generally more pronounced in middle adolescence than in the earlier or later stages of development. In addition, if adolescents are less likely to modulate or reappraise their initial risk judgments and are less able to restrain their impulses, then we would expect the relation between risk appraisal and law-breaking behavior to be stronger among adolescents than among adults.

The present study takes advantage of two large data sets to test these hypotheses. First, using a community sample of adolescents and adults—the same data set used by Cauffman et al. (2010) and Steinberg (2010)—we investigate the relation between reward-biased risk appraisal and self-reported law-breaking behavior and how it varies as a function of age. Second, we retest our hypotheses in a sample of court-involved and community participants. In this study, court involvement, rather than self-report, serves as our index of law-breaking behavior. These analyses serve to advance theoretical understanding of the causes of crime in adolescence (vs. adulthood) and provide a stronger empirical foundation for legal decision-making regarding juvenile crime.

Study 1

Method

Participants. A sample of 935 participants, ages 10–30 years, was recruited from five geographic locations: Denver, Colorado; Irvine, California; Los Angeles, California; Philadelphia, Pennsylvania; and Washington, DC. Of the original sample, six were dropped due to missing data on all relevant variables. Of the 929 in the analytic sample, 19 were missing data on reward bias and law-breaking behavior; one was missing sex data, one was missing IQ data, and 18 were missing socioeconomic status (SES) data. The sample was evenly split between males (49%) and females (51%), and was ethnically diverse: 29% African American, 24% White, 22% Hispanic, 15% Asian, and 10% other. Participants were predominantly working and middle class. Each site contrib-
uted an approximately equal number of participants, although site contributions to ethnic groups were disproportionate, reflecting the ethnic composition of each site (see Cauffman et al., 2010, for details).

Participant recruitment targeted neighborhoods with an average household education level of “some college” according to 2000 U.S. Census data. The study was publicized through newspaper advertisements and by posting flyers at community organizations, such as boys and girls clubs, churches, community colleges, and businesses. Participants who contacted the research team were screened to ensure that they could read and understand English. The study was administered at participating universities and at community locations. All participants were provided with verbal and written explanations of the study, and their written consent or assent was obtained. Parental consent was obtained for participants under 18 years of age. The assessment consisted of self-reported measures and computer-based tasks designed to assess cognitive, personality, and neurocognitive characteristics; it took approximately two hours to complete. Research assistants read instructions for each section aloud and provided additional assistance as needed. Of note, participants recorded their responses privately.

This procedural design was intended to reduce participant reluctance to acknowledge socially undesirable behaviors or attitudes. The institutional review boards of the participating universities approved all research procedures.

Measures. Study 1 included measures of law-breaking, risk perception, age, and several control variables.

Law-breaking behavior. Participants’ involvement in illegal behavior was assessed via self-report using a subset of four items from the Risk Behavior Subscale of a modified version (Gardner & Steinberg, 2005) of the Benthin Risk Perception Measure (BRPM; Benthin, Slovic, & Severson, 1993; \( \alpha = .70, M = 1.34, SD = 0.51 \)). Participants reported how many times in the past six months they had engaged in vandalism, theft, fighting, and threatening someone, with response options ranging from 1 (none) to 4 (>5 times). The law-breaking scale was calculated as the average of these four items, with higher scores indicating more involvement in law-breaking activities.

Reward-biased risk perception (“reward bias”). To assess reward bias in risk perception, we used four subscales of the modified BRPM. Participants were asked to imagine engaging in several risky behaviors and to rate for each (a) the likelihood that a negative outcome would occur (Risk Estimate subscale), (b) how the potential costs compare to the potential pleasures (Cost/Benefit subscale), and (c) how serious the negative consequences would be if they occurred (Seriousness subscale). Ratings were made on a 4-point scale, with qualitative anchors ranging from 1 (not at all serious) to 4 (very serious). Risk perception involves a tradeoff between perceived benefits and costs. To the extent that one tends to weigh the rewards more heavily, one’s risk perception is reward-biased (as opposed to cost-biased). We recoded the scores such that higher scores on each subscale indicated greater reward bias (i.e., lower perceived risk, greater perceived benefit, and less concern about consequences). The risky activities included: vandalizing property, stealing from a store, threatening someone, fighting, going to a dangerous area, getting into a car with an intoxicated driver, having unprotected sex, smoking cigarettes, and drinking alcohol. The alcohol items were excluded because the patterns across age were very different for alcohol consumption than for the other risky activities, probably due to the greater social and legal acceptance of alcohol use among older individuals.

The Risk Estimate (\( \alpha = .82 \)), Cost/Benefit (\( \alpha = .80 \)), and Seriousness (\( \alpha = .79 \)) subscales were internally consistent. Preliminary regression analyses (controlling SES, IQ, and sex) revealed that each subscale bore an inverted U-shaped association with age, indicating greater reward bias in mid-to-late adolescence than in early adolescence or adulthood. Given the strong correlations among the three subscales (\( rs = .6 \)) and their similar patterns across age, we combined the three subscales into a single index of reward bias (\( \alpha = .91 \)).

Age. Age was assessed using self-report. In our primary analyses, we used age as a continuous variable. Descriptively, we refer to ages 10–11 as preadolescence, 12–13 as early adolescence, 14–15 as middle adolescence, 16–17 as later adolescence, 18–21 as late adolescence, 22–25 as early adulthood, and 26–30 as adulthood. Also, we divided the sample into these age categories for our follow-up analyses to illustrate the nature of the age-related patterns uncovered in the analyses.

Control variables. Sex, SES, and IQ were included as control variables in the analyses because they are potential correlates of criminal behavior, and there were some minor differences among the age groups on these variables.

SES was assessed using self-report. We used household education as a proxy measure of SES. Individuals under age 18 reported their parents’ highest education; participants 18 years and older reported their own educational attainment. The range of 0–12 corresponded to grade completed, with 12 indicating a high school diploma or GED; 13, 14, and 15 corresponded to some college, bachelor’s degree, and postgraduate schooling, respectively.

IQ was estimated using the Vocabulary and Matrix Reasoning subtests of the Wechsler Abbreviated Scale of Intelligence (WASI; Wechsler, 1999). The WASI takes approximately 15 min to administer and is correlated with the Wechsler Intelligence Scale for Children (\( r = .81 \)) and the Wechsler Adult Intelligence Scale (\( r = .87 \)). It is approved for use with people ages 6–89 years old. For ease of interpretation, IQ scores were standardized for analysis to have a mean of 0 and standard deviation of 15.

Results

Descriptive statistics for all the variables used in Study 1 are shown in Table 1. Analyses were conducted using MPlus, Version 5.21, to take advantage of maximum likelihood estimation. This approach is advantageous because it makes use of all available data, even if a participant is missing data on one or more of the variables in the model. We opted, for the sake of simplicity, to report models based on the calculated reward bias and law-breaking behavior variables, and to use linear regression. However, we also ran our analyses two other ways: (a) with reward bias and law-breaking behavior estimated as latent variables and (b) using Poisson regression, which treated law-breaking behavior as a count variable. These analyses yielded the same substantive results as the linear regression analyses based on calculated variables (though the hypothesized effects were a bit stronger in the latent variable model).

Do adolescents have elevated levels of reward bias? To test whether there is a curvilinear relation between reward bias and age, a linear regression analysis was conducted in which reward
bias was regressed on age and age². The age² term permits analysis of a curvilinear relation between age and the outcome variable. The control variables (i.e., sex, IQ, and SES) were also included as predictors in the model. (All continuous independent variables were centered.) The results showed that age² (but not age) was significantly associated with reward bias (β = −0.17, p < .001), consistent with our predicted inverted-U relation. Sex was the only other variable significantly associated with reward bias (β = −0.21, p < .001); the negative sign on the coefficient indicates that females exhibited less reward bias in risk perception than did males. The nonsignificant standardized estimates (βs) for age, IQ, and SES were 0.01, 0.01, and 0.05, respectively.

To examine the nature of the age pattern in greater detail, we conducted an analysis of covariance (ANCOVA) with reward bias as the dependent variable and age in seven categories as the independent variable, controlling for sex, IQ, and SES. The estimated marginal means suggest that reward bias is highest in later adolescence (age 16–17). Figure 1 shows the results of this analysis for the community samples in Study 1 and Study 2.

**Is reward bias more strongly associated with law-breaking behavior among adolescents than among adults?** Next, to examine whether age moderates the relation between reward bias and law-breaking behavior, law-breaking behavior was regressed on reward bias, age, age². Reward Bias × Age, Reward Bias × Age², sex, IQ, and SES. (All continuous independent variables were centered.) The interaction terms assess whether the relation between reward bias and law-breaking behavior varies as a function of age, either linearly (Reward Bias × Age) or curvilinearly (Reward Bias × Age²). The results (reported in Table 2) indicate that the relation between reward bias and law-breaking behavior varies as a curvilinear function of age. Figure 2 plots the regression estimates for individuals with low, average, and high levels of reward bias by age. It is apparent from Figure 2 that the relation between reward bias and law-breaking behavior is stronger in the middle of the sampled age range than at the poles. Age, IQ, and sex were also linearly associated with law-breaking behavior such that older individuals, higher IQ individuals, and females reported less law-breaking behavior than did younger individuals, lower IQ individuals, and males.

**Discussion**

Study 1 tested two hypotheses consistent with the theory that law-breaking behavior among adolescents is more strongly associated with risk perception than in adulthood. The results found that reward bias was higher in adolescence than in either adulthood or preadolescence. In addition, the relation between reward bias and law-breaking behavior was significantly stronger in middle adolescence than for younger and older age ranges.

A shortcoming of these analyses is that the data for both risk perception and law-breaking behavior were based on self-report. Consequently, the relations found between these variables could...
Step 1 (0.087, 0.087) above the mean). Sex, IQ and socioeconomic status were included as control variables in the regression model.

Figure 2. The estimated values for recent criminal behavior by age as a function of reward bias: low (1 SD below the mean), average, and high (1 SD above the mean). Sex, IQ and socioeconomic status were included as control variables in the regression model.

Table 2
Regression of Law-Breaking Behavior on Reward Bias and Age Variables (Study 1)

<table>
<thead>
<tr>
<th>Step</th>
<th>Variable</th>
<th>B (LL, UL)</th>
<th>β</th>
<th>R² step</th>
<th>R² model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td>Female</td>
<td>-0.204*** (-0.266, -0.141)</td>
<td></td>
<td>0.087</td>
<td>0.087</td>
</tr>
<tr>
<td></td>
<td>IQ</td>
<td>-0.124*** (-0.162, -0.087)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SES</td>
<td>0.008 (-0.009, 0.025)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>1.432***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 2</td>
<td>Female</td>
<td>-0.129*** (-0.188, -0.069)</td>
<td></td>
<td>0.122</td>
<td>0.209</td>
</tr>
<tr>
<td></td>
<td>IQ</td>
<td>-0.120*** (-0.155, -0.085)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SES</td>
<td>0.009 (-0.007, 0.025)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reward bias</td>
<td>0.359*** (0.291, 0.427)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td>-0.010*** (-0.016, -0.004)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Age²</td>
<td>0.000 (-0.001, 0.001)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>1.409***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 3</td>
<td>Female</td>
<td>-0.126*** (-0.186, -0.067)</td>
<td></td>
<td>0.009</td>
<td>0.218</td>
</tr>
<tr>
<td></td>
<td>IQ</td>
<td>-0.113*** (-0.148, -0.078)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SES</td>
<td>0.009 (-0.007, 0.025)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reward bias</td>
<td>0.470*** (0.370, 0.569)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td>-0.011*** (-0.017, -0.005)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Age²</td>
<td>-0.001 (-0.002, 0.000)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reward Bias × Age</td>
<td>0.001 (-0.012, 0.015)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reward Bias × Age²</td>
<td>-0.004*** (-0.006, -0.001)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>1.410***</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. CI = confidence interval; LL = lower limit; UL = upper limit; SES = socioeconomic status.

Method

Participants. Originally, 1,429 participants (age range: 11–24 years) were enrolled in the study; the present analyses omit 10 cases due to excessive missing data, two because participants were too old, and 24 due to low IQ (below 60). In addition, we excluded 11-year-olds (n = 36) because only six were court-involved. (For all other ages, the distribution was roughly balanced.) The analytic sample included 1,357 participants (39% female) ages 11–24 years (M = 17.0 years, SD = 3.1). Participants were drawn from four geographic locations: Los Angeles, California (29%); Philadelphia, Pennsylvania (28%); Virginia (27%); and Florida (16%). Half the sample—the court-involved participants (49%)—were recruited from juvenile detention facilities and adult jails. Non-detained/nonincarcerated “community” participants were individuals residing in the same or similar communities as the court-involved participants. Of note, community participants were screened for past or pending court involvement; only those who had no current charges and had never been detained overnight were recruited. The sample was 40% Black, 24% Hispanic, 35% non-Hispanic White, and 2% other; race and ethnicity did not vary by age or court-involvement (see Grisso et al., 2003, for greater detail on the sample and procedures).

Measures. Study 2 included measures of the following variables.

Law-breaking behavior. Court-involvement was used as an index (albeit imperfect) of law-breaking behavior. Thus, those recruited from the court were coded as law-breaking and those recruited from the community were coded as non-law-breaking. It is important to note that the court-involved subsample was recruited prior to adjudication; therefore, some individuals in this subsample may later have been cleared of the charges against them. Also, the community subsample, though screened for current charges and history of overnight detention by police, could have included individuals involved in crime. Still, it seems reasonable to assume that the court-involved subsample was substantially more...
likely (on average) than the community sample to have been involved in law-breaking behavior. Consistent with this assumption, the majority of the court-involved sample (62% of juveniles and 67% of adults) reported a history of pleading guilty to or being found guilty of a crime.

**Reward bias.** The same measure of reward bias in risk perception was used as in Study 1, except that participants appraised five (rather than nine) risky activities. The modified BRPM included items referring to vandalism, theft, smoking cigarettes, unprotected sex, and getting into a car with a drunk driver. As in Study 1, scores on the subscales for Risk Perception, Benefit/Cost, and Seriousness were highly correlated (rs range: .54 – .62), so we calculated a single reward bias score by averaging participants’ scores on the items in these subscales (α = .82).

**Age.** Age was assessed via self-report and used as a continuous variable in our analyses. In follow-up analyses examining the developmental patterns in more detail, we grouped age into five levels: early adolescents (12–13 years), middle adolescents (14–15 years), later adolescents (16–17 years), late adolescents (18–21 year), and young adults (22–24 years).

**Control variables.** Sex and SES were assessed using self-report. SES was grouped into three levels (i.e., upper, middle, lower) based on education and occupation using the Hollingshead (1975) system, with higher scores indicating higher SES (3 = middle class, 2 = working class, and 1 = lower class). The Vocabulary and Matrix Reasoning subtests of the WASI (Wechsler, 1999) were used to create a composite index of intelligence. We used z-scores for IQ in the analyses.

**Results**

Descriptive statistics for the variables used in Study 2 are presented in Table 1. To enable us to make use of all available data, we conducted the regression analyses in MPLUS, Version 5.21, using maximum likelihood estimation.

**Do community adolescents exhibit elevated levels of reward bias?** To assess whether reward bias peaked in adolescence in the non-court-involved subsample (n = 677), we regressed reward bias on age, age² and the control variables (i.e., sex, IQ, and SES). As predicted, the age² term was significant (β = −0.15, p < .001); the nature of the effect was that levels of reward bias increased and then decreased with age. (This pattern can be observed by examining the bars for community participants in Figure 3.) In addition, the model revealed that females had lower levels of reward bias (β = −0.09, p < .05) than males, and individuals with higher IQ scores (β = −0.11, p < .01) had lower levels of reward bias than those with higher IQ scores. SES was not significantly associated with reward bias (β = 0.02, p > .7) in this model. For purposes of comparison with the community sample in Study 1, we conducted an ANCOVA with reward bias as the dependent variable and age in five categories as the independent variable, controlling for sex, IQ, and SES. The estimated marginal means suggest that reward bias was highest in this sample in middle adolescence (age 14–15; see Figure 1).

It is worth noting that, though no prediction was made about the court-involved subsample, the same age pattern for reward bias was not found for these participants. When the model including age, age², and the control variables was estimated for the court-involved subsample, the results showed a significant main effect of age such that reward bias decreased linearly with age (β = −0.12, p < .01). (This pattern can be observed by examining the bars for court-involved participants in Figure 3.) The age² term was not significant. We account for this difference between the two subsamples in the relation between age and reward bias in the subsequent analyses of reward bias by including an Age² × Law-Breaking Behavior interaction term in the model.

**Is reward bias more strongly associated with law-breaking behavior among adolescents than among adults?** To test our second hypothesis—that reward bias is more strongly associated with law-breaking behavior during adolescence—we conducted a linear regression in which reward bias was regressed on law-breaking behavior, age, Law-Breaking Behavior × Age, age², Law-Breaking Behavior × Age², sex, IQ, and SES. As predicted, the results (shown in Table 3) revealed that the effect of law-breaking behavior on reward bias was significantly moderated by age (β = −0.12, p < .01). The nature of the interaction was such that law-breaking behavior was more strongly associated with reward bias for younger individuals than for older individuals (see Figure 3). The age moderation effect did not differ significantly for males and females (Law-Breaking Behavior × Age × Sex: β = −0.01, p > .8). (Note that we opted to use reward bias rather than law-breaking behavior as the dependent variable in our analysis because doing so enabled us to account for variance in reward bias due to sex. However, the finding that age moderates the relation between reward bias and law-breaking behavior, controlling for sex, SES and IQ, also emerged when the analysis was run as a logistic regression with law-breaking behavior as the dependent variable.)

Next, the analysis was repeated, selecting only members of the court-involved sample who reported having pled or been found guilty of a crime previously (44% among those aged 12–13; 66% among 14–15; 66% among 16–17; 64% among 18–21; and 71% among 22–24). This provided greater assurance that the court-involved sample used in the analysis had engaged in law-breaking behavior. As expected, the results obtained were similar, and the p values associated with the focal effects were smaller (due to reduced statistical noise) than in the
Regression of Reward Bias on Law-Breaking Behavior and Age Variables (Study 2)

<table>
<thead>
<tr>
<th>Step 1</th>
<th>B</th>
<th>95% CI</th>
<th>β</th>
<th>R² step</th>
<th>R² model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>-0.109***</td>
<td>-0.158 -0.060</td>
<td>-0.117</td>
<td>0.039</td>
<td>0.039</td>
</tr>
<tr>
<td>IQ</td>
<td>-0.072***</td>
<td>-0.097 -0.047</td>
<td>-0.158</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SES</td>
<td>-0.003</td>
<td>-0.033 0.027</td>
<td>-0.005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>1.791***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step 3</th>
<th>B</th>
<th>95% CI</th>
<th>β</th>
<th>R² step</th>
<th>R² model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>-0.091***</td>
<td>-0.139 -0.043</td>
<td>-0.097</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IQ</td>
<td>-0.030†</td>
<td>-0.056 -0.004</td>
<td>-0.066</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SES</td>
<td>0.000</td>
<td>-0.029 0.029</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Law-breaking behavior</td>
<td>0.204***</td>
<td>0.154 0.255</td>
<td>0.224</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-0.005</td>
<td>-0.014 0.004</td>
<td>-0.034</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age²</td>
<td>-0.003**</td>
<td>-0.005 -0.001</td>
<td>-0.085</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>1.713***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. CI = confidence interval; LL = lower limit; UL = upper limit; SES = socioeconomic status.


t p < .05. † p < .005. ‡ p < .01. *** p < .001.
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Discussion

This study examined differences between court-involved individuals and non-court-involved individuals (from comparable communities) in reward bias, taking into account variation due to sex, IQ, and SES. The findings support the hypothesis that reward bias is more strongly associated with law-breaking behavior among adolescents than among adults. The largest difference between court-involved and community individuals in reward bias was observed in the youngest age group—the 12- to 13-year-olds—with court-involved youth exhibiting higher levels of reward bias than community youth. The weakest association between law-breaking behavior and reward bias was found among the oldest participants, those aged 22–24. Even though the association was significant for the oldest age group, the effect was significantly weaker than for the youngest age group.

This analysis has some limitations, particularly related to the operationalization of law-breaking behavior. Because we use court involvement as a proxy measure for engagement in law-breaking behavior, our results could reflect the association of risk appraisal with being caught for a crime and formally charged rather than with the perpetration of crime per se. The factors that lead to being caught for a crime and being charged for a crime may differ somewhat from the factors related to perpetrating crime and could also vary by age. Although we cannot rule out these concerns, it is reassuring that the same pattern of results emerged in the supplementary analysis that restricted the court-involved subsample to those previously found guilty of a crime and in the analyses conducted separately by the type of offense committed (person vs. property).

A second analysis served to replicate the finding in Study 1 that reward bias increases and then decreases with age across the adolescent period. Using just the community subsample, the same result was found as in Study 1: reward bias varied curvilinearly with age, with the highest means observed among middle-to-late adolescents. Overall, the results support the hypotheses that adolescent risk appraisal (compared to that of adults) is biased toward reward (over cost) and translates more directly into criminal risk-taking.

General Discussion

The relation between risk perception and criminal behavior has long been speculated about but has rarely been studied. The results
adolescents and adults that included court-involved individuals. In younger participants’ lesser psychosocial maturity. Modecki between age and antisocial decision-making was explained by presented with vignettes and asked what they would do, young measures, at least among adolescents (Mills, Reyna, & Estrada, research has suggested that qualitative measures of reward bias are ical likelihoods of negative outcomes (e.g., 5% chance). Previous appraisals by asking for qualitative rather than quantitative judg- measure likely elicited more intuitive or emotion-driven risk ap- be largely driven by differences in reward sensitivity. Second, the items that asked participants to weigh benefits as well as risks. Cauffman and Steinberg (2000) found that, when individuals were social immaturity and antisocial tendencies. In one such study, several studies that have examined the relation between psychos- behavior, lends credence to our conclusions. Most important, the cross-sectional and correlational nature of both studies requires that we employ caution when interpreting the results through a developmental lens and making claims about causality. For example, in Study 2, we cannot be sure that the younger and older members of the criminally involved subsample represent the same population of offenders. If they do not, it does not make sense to draw conclusions about development from observed age differences in the sample. However, the fact that our hypotheses were confirmed in both studies, despite the differences between the samples and the manner of defining law-breaking behavior, lends credence to our conclusions.

Another issue to consider is that all the individuals in the criminally involved subsample had, by definition, experienced negative consequences for criminal behavior (i.e., arrest and detention). One might be tempted to speculate that the inverse relation between age and reward bias in the criminally involved subsample reflects developmental increases in sensitivity to these sanctions (Cauffman et al., 2010). However, this position is contradicted by the relatively small magnitude of the difference in reward bias between court-involved and community adults compared to the large gap between court-involved and community adolescents. Sanctions for crime are generally harsher for adults than for juveniles. Therefore, if the experience of sanctions had a powerful effect on risk appraisal, one would expect that effect to be greatest—not smallest—in the age groups likely to face the most serious legal repercussions.
An unexpected result to emerge from the analysis was that, in the community sample in Study 1, the pattern for law-breaking behavior across age did not conform to the typical inverted-U curve seen in other studies of self-reported offending. Rather, criminal behavior declined with increasing age in this sample (even before accounting for the effects of reward bias). This finding is likely attributable to the instrument used to gauge criminal behavior; it may not have been comprehensive enough to capture the wider range of behaviors usually assessed in research on the correlates of crime.

It is also intriguing that the peak correlation between reward bias and crime occurred in a younger age group in Study 2 than in Study 1. In Study 1, the peak correlation occurred in the 14- to 15-year-old age group; in Study 2, the 12- to 13-year-old age group evinced the strongest association. One possible explanation for this difference inheres in Study 2’s use of a very different definition of criminal behavior than used in Study 1. It may be that detained 12- to 13-year-olds, due to selection effects within the legal system, fall closer to the extreme in the reward-bias distribution for their age range than do detained 14- to 15-year-olds. This could result if the police or probation officers were more inclined to let a 12- or 13-year-old off with a warning (or other informal response) than a 14- or 15-year-old. In other words, the 12- to 13-year-olds could represent a more serious offender population than the other age groups. The youngest age group did contain a larger proportion of accused person offenders than any of the other age groups (see Table 1). Yet, as noted previously, the pattern of results did not differ when the analysis included only accused person offenders or only accused property offenders. Still, future research relying on official indices of offending to investigate the relation between risk perception and crime should include more detailed measures of offense severity in order to better account for possible moderating effects.

### Study Implications

Scientific evidence, such as that presented here, that developmental factors may contribute to adolescent offending has begun to influence legal policy. A decade ago, Steinberg and Scott (2003) reviewed developmental research in multiple fields suggesting that adolescent crime is in part a product of developmental immaturity. They argued that, in light of the developmental evidence, adolescence itself should be viewed as a mitigating circumstance and adolescent defendants should be considered categorically distinct from adult defendants. The U.S. Supreme Court has shown signs of agreement with this position. Thrice in the past decade, the Court has considered whether immaturity mitigates culpability and how it should moderate the sentences imposed on juveniles for the most serious crimes. In Roper v. Simmons (2005), which abolished the death penalty for juvenile offenders, the majority opinion cited the developmental science in deciding that juveniles’ impulsivity, susceptibility to outside influence, and inchoate characters compel the Court to afford juveniles different legal treatment than adults. The majority decisions in Graham v. Florida (2010), which proscribed life without parole sentences for juveniles convicted of nonhomicide offenses, and in Miller v. Alabama (2012), in which the Court eliminated mandatory life without the possibility of parole sentences for all juveniles, cite the same reasoning detailed in Roper. By clarifying the extent to which adolescents’ “impetu-
likely “mature out” of risky or criminal behavior (and the vast majority of adolescent offenders will) and prevent those youth from becoming ensnared in the justice system, society will benefit. As baseball player, Earl Wilson observed: “Snow and adolescence are the only problems that disappear if you ignore them long enough.”
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